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1. Introduction

During instrument meteorological flight condi-
tions, air traffic control (ATC) sets the spacing for

departing and arriving aircraft in order to avoid unsafe
encounters with aircraft wake vortices. The current
flight rules are conservatively based on aircraft weight
categories and do not consider weather conditions.
During visual meteorological conditions, pilots are
able to accept responsibility for spacing behind the
leading aircraft by assessing the wake relevance based
on actual conditions, and frequently follow at closer
distances than ATC would be required to provide. The
spacing could be reduced during instrument ap-
proaches as well if weather were considered, since
crosswinds can transport wake vortices out of the flight
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corridor and wake vortices can decay according to the
level of atmospheric turbulence (e.g., Proctor 1998).
A system to safely reduce aircraft separation for the
purpose of increasing airport capacity is under devel-
opment by the National Aeronautics and Space
Administration’s (NASA) Terminal Area Productiv-
ity (TAP) Program. This system, called the Aircraft
Vortex Spacing System (AVOSS), is described in
Hinton (1995, 1996), Perry et al. (1997), Kaplan et al.
(1999), and Hinton et al. (1999), and incorporates wake
vortex observations, wake vortex decay and transport
algorithms, the observed and predicted weather state,
and system integration. A concept demonstration of
the system is planned for Dallas–Fort Worth (DFW)
International Airport in 2000. The motivation behind
the development of this system is the need for increased
airport capacity while maintaining the present level of
safety. Means of safely increasing airport capacity will
be a critical issue as the number of flights to and from
U.S. airports increases substantially in the near future.

As part of the weather component of AVOSS, a
state-of-the-science numerical weather prediction
model named the Terminal Area PBL Prediction Sys-
tem (TAPPS) is being developed. Forecast products
generated by TAPPS, such as vertical profiles of wind,
temperature, turbulent kinetic energy (TKE), and eddy
dissipation rate (EDR) may allow AVOSS to antici-
pate changes in aircraft spacing due to evolving
weather conditions. Presently, the TAPPS model and
the value of its products for AVOSS are being evalu-
ated within a meso-�-scale region centered on DFW.
The TAPPS model is an extension of the Mesoscale
Atmospheric Simulation System (MASS). MASS is
one of many mesoscale or regional-scale numerical
weather prediction models being run in both real-time
and experimental modes at universities in an effort to
support government or privately funded applied re-
search projects (e.g., Manobianco et al. 1996; Mass
and Kuo 1998).

In the following sections of this paper we will first
provide an overview of TAPPS version 1 (TAPPS-1)
emphasizing 1) the history of the MASS model, 2) the
MASS model configuration employed in real time, and
3) the postprocessing system that has been developed
to provide numerical products to AVOSS. The results
of verification studies of several simulation experi-
ments against a prototype version of this prediction
system will then be presented. Five consecutive case
studies of diurnal PBL jet formation observed by a
network of rawinsonde and surface-based observing
systems during September 1997 in and around DFW

will be addressed. In addition to showing examples of
TAPPS products, we will focus on the ability of the
numerical model to predict diurnal PBL jet structure
at several locations as well as reproducing the funda-
mental dynamics of diurnal PBL jet evolution.

2. Components of TAPPS version 1

In this section, the components of the existing ver-
sion of TAPPS (TAPPS-1) and the upgrades antici-
pated to be present in TAPPS version 2 (TAPPS-2) are
described. Both TAPPS-1 and TAPPS-2 are antici-
pated to be tested by calendar year 2000 in support of
the AVOSS demonstration at DFW.

a. NASA’s development of the MASS model
The numerical simulation model, which forms the

centerpiece of TAPPS, is MASS. MASS has been
employed for nearly 20 years by NASA and other gov-
ernment agencies for use in a wide variety of basic
research, applied research, and operational support
programs. MASS was originally funded by NASA
Headquarters for the purpose of severe storm research
in the early–middle 1980s by scientists at the NASA
Goddard Space Flight Center (e.g., Kaplan et al.
1982a,b, 1984; Koch et al. 1983; Koch 1985; Kocin
et al. 1984, 1985; Zack and Kaplan 1987). During the
spring of 1982 the model was run in real time for an
experiment involving 30 case studies to predict severe
weather, and was evaluated in comparison to the then
operational National Weather Service (NWS) Limited
Area Fine Mesh Model (LFM) model by NASA and
National Oceanic and Atmospheric Administration
(NOAA) scientists at the National Severe Storms
Laboratory (NSSL) (Koch et al. 1985).

The MASS model was subsequently utilized to
support several NASA operational programs during
the 1982–88 time frame. These programs included
1) the NASA Langley Global Tropospheric Experi-
ment, 2) NASA Kennedy Space Center summer
launches (Kaplan et al. 1983), 3) the NASA Langley
aviation lightning research program, and 4) the Gen-
esis of Atlantic Lows multiagency research program.
During this period, the MASS model was also em-
ployed for extensive basic and applied research under-
taken by NASA, including research into the processes
responsible for the development of the Presidents’ Day
cyclone (Uccellini et al. 1987; Uccellini 1990;
Whitaker et al. 1988), the assimilation of satellite data
into mesoscale models (Cram and Kaplan 1985), and
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Numerics:

1) Hydrostatic primitive equation model
2) 3D primitive equations for u, v, T, q, and p
3) Cartesian grid superimposed on a polar stereographic

map image plane
4) �

p
-normalized terrain-following vertical coordinate

system (Kaplan et al. 1982a)
5) Vertical coverage from ~10 to ~16 000 m
6) Energy-absorbing sponge layer near model top
7) Fourth-order horizontal space differencing on an

unstaggered grid
8) Split-explicit time integration schemes: (a) forward–

backward for the gravity mode and (b) Adams–
Bashforth for the advective mode (Mesinger and
Arakawa 1977; Mesinger 1977)

9) Piecewise parabolic method for scalar advection
10) Time-dependent lateral boundary conditions
11) Positive-definite advection scheme for the advection of

scalar dependent variables (Carpenter et al. 1988)

Initialization scheme:

1) First guess provided by large-scale gridded analyses
from the Meso-Eta

2) Reanalysis of rawinsonde, surface, and asynoptic (radar,
satellite, and/or profiler-derived data) using a 3D
optimum interpolation scheme

3) 10-km terrain database derived from observations
4) 10-km satellite or climatological sea surface temperature

database
5) 10-km land use classification scheme (Anderson et al.

1976)
6) 10-km climatological subsoil moisture database derived

from antecedent precipitation (Anderson et al. 1976;
Noilhan and Planton 1989)

7) 10-km normalized difference vegetation index

PBL specification:

1) Blackadar PBL scheme (Blackadar 1979; Zhang and
Anthes 1982)

2) Surface energy budget (Mahrt and Pan 1984)
3) Soil hydrology scheme (Mahrt and Pan 1984)
4) Atmosphere radiation attenuation scheme (Mahrt and

Pan 1984)

Moisture physics:

1) Grid-scale prognostic equations for cloud water and ice,
rainwater, and snow (Lin et al. 1983)

2) Kuo–MESO subgrid-scale convective parameterization
scheme (MESO Inc. 1995)

TABLE 1. Characteristics of the MASS model version 5.10
(source: MESO Inc.).

the meteorological conditions that contributed to the
Shuttle Challenger disaster (Uccellini et al. 1986).

Recently, MASS has been employed to test the
utility of the NOAA wind profiler datasets (Cram et al.
1991), in the assimilation of satellite data into mesos-
cale models (Manobianco et al. 1991, 1992, 1994), to
determine the role of terrain in severe weather devel-
opment (Kaplan and Karyampudi 1992a,b), and to
understand the processes contributing to severe
weather development over the southeastern United
States (Hamilton et al. 1998; Kaplan et al. 1995, 1997,
1998; Koch et al. 1998).

MASS is currently being utilized in a real-time
mode at the Department of Marine, Earth, and Atmo-
spheric Sciences at North Carolina State University in
support of joint private/NWS/university experimental
forecasting research. Furthermore, MASS has been
utilized in support of the Applied Meteorological Unit
at the NASA Kennedy Space Center in both a research
and real-time mode (e.g., Manobianco et al. 1996;
Bauman et al. 1997).

b. MASS model in TAPPS-1
The version of MASS currently employed in

TAPPS1, version 5.10, is described in Table 1 and
represents an updated version published by MESO,
Inc. (1995). The model is integrated in space and time
over a coarse mesh matrix of 60 � 60 � 56 grid points
within which is nested a fine mesh matrix of 60 � 60 � 56
grid points on a standard computer workstation
(Figs. 1a,b). The horizontal resolutions at the latitude
of DFW is ~24 km for the outer coarse mesh grid and
is ~12 km for the inner fine mesh grid. The vertical
layers within the model, which are depicted in Table 2,
cover the atmosphere from about 5 m above the earth’s
surface to about 16 000 m in elevation. The vertical
spacing in between model surfaces increases with el-
evation above the earth’s surface so that detailed ver-
tical resolution exists within the PBL, particularly
below 100 m with 10 model levels within this layer.

The coarse mesh simulations are initialized from
the National Weather Service Eta Model analyses valid
at 0000 and 1200 UTC. The coarse mesh model is in-
tegrated for 24 h of real time. The fine mesh model is
initialized from the interpolated coarse mesh simula-
tions valid at 1500 and 0300 UTC. The fine mesh
model is integrated for 21 h of real time. This allows
the entire 24-h daily period to be covered with 12-km
real-time forecast fields for the purpose of AVOSS
product generation.



2182 Vol. 81, No. 9, September 2000

c. Initial data stream
The existing operational gridded data stream used

to initialize TAPPS-1 is simply the Meso-Eta analy-
ses (Rogers et al. 1996). Since rawinsonde and surface
data are already included in this analysis, no dynamic
initialization scheme is employed at the present time.

Lateral boundary conditions for the coarse mesh
grid are derived from the Meso-Eta forecast fields and
are updated every 6 h. Lateral boundary conditions for
the fine mesh nested grid are derived from the coarse
mesh grid by employing a one-way algorithm that uses
weighted temporal and spatial smoothing of dependent
variables from the two grids (Davies 1976). The fine
mesh nested grid is initialized from the cubic spline-
interpolated dependent variables that were generated
on the coarse mesh grid.

Several modifications to the initialization are
planned for the next version of TAPPS in order to sup-
ply higher-resolution simulations and additional data
for peak traffic times at DFW. These modifications
will be tested for use in support of the AVOSS year
2000 demonstration. The TAPPS-2 version will be ini-
tialized every 6 h with shorter-period 9-h simulations,
and will be run over a finer horizontal grid resolution
of about 6 km (Fig. 1c). The asynoptic initial condi-
tions will include wind and height data derived from

the NOAA midcontinental operational wind profiler
network. The height data will be derived from the wind
data by employing a technique dependent upon the
velocity divergence equation (Cram et al. 1991). The
12-km simulation will serve as the first guess for the
TAPPS-2 initial conditions. These gridded forecast
fields will then be modified by the inclusion of
profiler-derived winds and heights generated from an
optimal interpolation analysis scheme (Daley 1992).
Also included will be available surface aviation and
mesonet observations as well as other available
asynoptic rawinsonde soundings. Satellite and radar-
derived relative humidity fields will be incorporated
into the initial data stream employing a technique de-
scribed in Zack et al. (1988). Experiments will be per-
formed prior to the implementation of TAPPS-2 to
determine whether a reanalyses technique such as in-
cremental analyses updates of the asynoptic data (e.g.,
Young and Zack 1998) or a nudging procedure (e.g.,
Stauffer and Seaman 1990) produces the most im-
proved shorter-period forecasts.

d. Postprocessing system
The suite of products required for AVOSS are quite

specific. Vortex drift and dissipation are the main
problems that affect airport productivity in that the
dynamics of these vortices dictate the safe spacing
between departing and landing aircraft. The goal of the
TAP program is to maintain the throughput rate of
aircraft as airport capacity increases and to accomplish
this independent of weather conditions. This increase
in airport capacity is anticipated to be quite substan-
tial during the early part of the twenty-first century.
In an effort to meet the needs of increased capacity,
better 1–6-h terminal area predictive information is
necessary so that AVOSS can determine the rate of
vortex transport through the approach and departure
corridors. Vortex drift through the approach and de-
parture corridors is strongly controlled by the magni-
tude of the cross-runway wind velocity component.
Since the major runways at DFW are aligned in the
north–south direction so that aircraft can take off and
land in the same direction as the prevailing winds, the
u component of the horizontal wind in the model rep-
resents the cross-runway wind. The postprocessor pro-
duces time sections and vertical soundings up to
1000-m elevation at DFW of u wind velocity compo-
nent from the 12-km simulation based on 15-min
simulated values. Also produced are the headwind
(v wind velocity component), variance of both wind
velocity components, relative humidity, and virtual

FIG. 1. (a) TAPPS coarse mesh grid region employed in the
24-km DFW deployment simulations. (b) TAPPS fine mesh grid
region employed in the 12-km DFW deployment simulations.
(c) Projected ultrafine mesh grid region to be employed in the
6-km TAPPS-2 system scheduled for operation in calendar year
2000.
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potential temperature. The postprocessor also provides
expanded resolution information sets below the 100-m
elevation, where the vertical resolution in the model

is greatest. All of these variables are employed by
AVOSS to determine vortex drift velocity and eleva-
tion for different aircraft.

54 0.025 123 1050

53 0.050 145 930

52 0.075 168 825

51 0.100 190 735

50 0.125 213 660

49 0.150 235 600

48 0.175 258 550

47 0.200 280 510

46 0.225 303 475

45 0.250 325 440

44 0.275 348 420

43 0.300 370 400

42 0.325 393 380

41 0.350 415 365

40 0.375 438 350

39 0.400 460 340

38 0.425 483 330

37 0.450 505 320

36 0.475 528 310

35 0.500 550 300

34 0.525 573 290

33 0.550 595 280

32 0.575 618 270

31 0.600 640 265

30 0.625 663 255

29 0.650 685 250

28 0.675 708 235

TABLE 2. The vertical structure of the 3D numerical model with the number of half-sigma levels, sigma values (�) at half-sigma
levels, approximate pressure (p, in hPa) at sigma levels, and the approximate difference in height between the sigma levels (�z, in m).
Approximate pressure levels are computed based on p

s
 = 1000 hPa.

27 0.700 730.0 220

26 0.724 752.0 205

25 0.748 773.0 190

24 0.769 792.0 180

23 0.790 811.0 175

22 0.810 829.0 165

21 0.830 847.0 155

20 0.849 864.0 140

19 0.868 881.0 130

18 0.884 896.0 125

17 0.900 910.0 120

16 0.915 924.0 110

15 0.930 937.0 100

14 0.943 949.0 85

13 0.957 961.0 70

12 0.966 969.0 55

11 0.975 978.0 45

10 0.981 983.0 35

9 0.987 988.0 30

8 0.9909 991.8 25

7 0.9948 995.3 10

6 0.9974 997.6 0.5

5 0.9975 997.7 1

4 0.9976 997.8 2

3 0.9977 997.9 5

2 0.9980 998.2 5

1 0.9987 998.8 —

Number s p (hPa) �z (m) Number s p (hPa) �z (m)
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The persistence of wake vortices is a strong func-
tion of atmospheric turbulence (e.g., Tombach 1973;
Sarpkaya 1998; Han et al. 1999). In an effort to derive
PBL turbulence products from TAPPS-1, the
postprocessor calculates TKE based on 30-min time
averages. In addition, the postprocessor derives on
EDR from the TKE equation:
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where e� represents the TKE and � represents the EDR
(Stull 1988). Two approaches are being tested at the
present time in the TAPPS-1 postprocessor. One ap-
proach relies on similarity theory to calculate the
K coefficients for use in determining the EDR as a re-
sidual term from the TKE equation (Arya 1988). A
second approach involves employing a higher-order
TKE equation, analogous to that employed in the
model PBL parameterization itself to calculate EDR
as a residual term after all of the TKE generation terms
have been calculated (Therry and Lacarrere 1983):

ε ε ε= −C e l3 2/ / , (2)

where C� is a numerical constant and l� is the dissipa-
tion length.

These TKE, EDR, and indi-
vidual generation terms are then
made available in both time–
height cross sections and indi-
vidual sounding formats as
products for use in AVOSS
analogous to the vortex drift
products. Examples of these and
all other products will be dis-
played later in this paper. All
computations are performed on
a dedicated DEC-ALPHA
600 series workstation that is
resident in the Department of
Marine, Earth, and Atmospheric
Sciences at North Carolina State
University. Postprocessed fields
are available on file for the
AVOSS group at DFW.

3. TAPPS diurnal PBL jet simulations at
DFW

In this section of the paper we will describe in de-
tail the ability of the model to predict the structure of
the stable and convective boundary layers from sev-
eral consecutive case studies. These case studies oc-
curred during a NASA Langley field deployment held
at DFW during September 1997, prior to the imple-
mentation of the TAPPS-1 operational system. In our
comparison to the detailed observational datasets de-
rived from this deployment, we will emphasize the
ability of the model to simulate the mesoscale struc-
ture of diurnal PBL jet streams, which can produce
substantial vertical changes in the critical cross-
runway wind velocity component.

a. AVOSS September 1997 field deployment at
DFW
During late September of 1997, a field deployment

was held at DFW in an effort to gather experimental
datasets that could be utilized to diagnose the relation-
ship between aircraft vortex dynamics and atmo-
spheric conditions. The participants in the experiment
included personnel from 1) NASA Langley Research
Center, 2) MIT Lincoln Laboratory, 3) North Carolina
State University, 4) NOAA National Severe Storms
Laboratory, 5) National Weather Service—Fort Worth
Office, 6) NASA Wallops Space Flight Center, 7) Uni-
versity of Texas at Dallas, and 8) North Texas State
University. The instrumentation in the field at and
surrounding DFW are presented in Table 3 and addi-

Instrumentation details

Instruments:
1) Instrumented tower with SAVPAK, barometer,

FLUXPAK, radiometer, and SOILPAK sensors between 45 and 5 m
2) 915-Mhz profiler/RASS
3) Doppler sodars
4) Dual lidars
5) Loran CLASS sounding balloons

Balloon locations and managing bodies:
DFW = X MIT Lincoln Laboratory
Denton, TX (DEN) NOAA/NSSL and North Texas State University
Waxahatchie, TX (WAX) NASA Wallops
Plano, TX (UTD) NOAA/NSSL and the University of Texas at Dallas
Fort Worth, TX (FWD) Fort Worth National Weather Service Forecast Office

TABLE 3. Instrumentation characteristics at and surrounding DFW.
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tional details concerning these sensors can be found
in Dasey et al. (1998).

Data from the four sites surrounding DFW as well
as the DFW profiler Radio Acoustic Sounding System
(RASS) will be employed for the period from
0900 UTC 15 September–0300 UTC 20 September
1997 in the subsequent analyses in this paper. Hourly
profiler wind data and RASS temperatures at DFW as
well as raob-derived winds, temperatures, and relative
humidities at the surrounding four sites for 0000, 0300,
0900, 1200, 1500, and 2100 UTC were archived for
the period including 0900 UTC 15 September–
0300 UTC 20 September as well as 0900 UTC
22 September–0300 UTC 27 September 1997.

b. Diurnal PBL jet dynamics
The low-level jet (LLJ) is a ubiquitous phenom-

ena in the Great Plains region of North America. Many
observationally based studies on LLJ frequency and
synoptic structure have been published after the pio-
neering studies of Wexler (1961) and Bonner (1968),
including Arritt et al. (1997), Mitchell et al. (1995),
and Whiteman et al. (1997). One of the notable defi-
ciencies of these early observational studies was their
inability to discriminate between 1) LLJ due to
quasigeostrophic circulations such as the low-level
return branch flows that were coupled to the mid–
upper-tropospheric transverse ageostrophic jet streak
circulations (e.g., Uccellini and Johnson 1979) and

2) mesoscale diurnal PBL circulations that derive their
genesis from near-surface-based dynamical forcing
functions (e.g., Blackadar 1957). The more recent stud-
ies of Arritt et al. (1997), Mitchell et al. (1995), and
Whiteman et al. (1997) indicate that many, if not most,
of the occurrences of LLJ formation, as diagnosed
from wind profiler and asynoptic rawinsonde-derived
datasets, are much shallower, much more frequent, and
much shorter lived than would be expected from
quasigeostrophic transverse ageostrophic jet streak
circulations.

In particular, the Whiteman et al. (1997) compre-
hensive study over the Department of Energy–
Atmospheric Radiation Measurement (DOE–ARM)
asynoptic rawinsonde network in southeastern Kansas
and northeastern Oklahoma found that the elevation
of maximum frequency of southerly LLJ occurrences
was about 450 m above ground level (AGL). Such a
shallow maximum, combined with a consistent period
of less than 12-h duration with genesis time shortly
after sunset and dissipation time shortly after sunrise,
unambiguously establish that most Great Plains LLJ
occurrences are due to specific PBL-forcing mecha-
nisms. These PBL-forcing mechanisms are, to a large
extent, favored during quiescent synoptic-scale
weather regimes.

In a pioneering study, Blackadar (1957) deter-
mined theoretically that a preferred regime for LLJ
development would be after the formation of a noc-

FIG. 2. (a) TAPPS fine mesh terrain (m) and locations of the DFW mesonet rawinsonde observation sites. The contour interval is
50 m, and DFW, FWD, DEN, UTD, and WAX signify the sites at Dallas–Fort Worth International Airport, Fort Worth, Denton, Plano,
and Waxahatchie, TX, respectively. (b) Profiles of model-predicted u and v components at 0330 LST along with profiles of the total
geostrophic component, V

gt
, and the synoptic geostrophic component, V

gs
 (McNider and Pielke 1981).
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turnal inversion layer, which typically forms shortly
after sunset. This jet stream can develop a significant
(for such low elevations) magnitude due in large part
to the fact that the inversion acts as an insulating layer,
thus reducing the eddy viscosity directly above the
inversion. When one considers the Blackadar (1957)
findings in conjunction with idealized numerical mod-
eling results such as those from McNider and Pielke
1981), McCorkle (1988), and Fast and McCorkle
(1990), which collectively indicate that differential
radiative cooling processes near the earth’s surface can
produce local mesoscale pressure gradients, it is not
surprising that during periods of quiescent synoptic-
scale flow local shallow diurnally forced jets may be
present immediately above a stable PBL. Such features
can be extremely important to AVOSS in that they
tend to produce strong vertical wind shears and dimin-
ished turbulence close to the earth’s surface where air-
craft-generated vortices are most prevalent and
important. The forecasting of wake vortex drift in these
situations is critically important and challenging since
the LLJ, which is an inherently mesoscale phenom-
enon, will force the vortices to move in a direction
contrary to the synoptic-scale flow.

A simple conceptual example of this atmospheric
structure from an idealized simulation is depicted in
Fig. 2b (McNider and Pielke 1981). Their simulations
clearly indicate that under statically stable conditions,
during the middle of the night, in proximity to slop-
ing terrain, and with weak/moderate background flow,
how the u and v wind components increase in veloc-
ity at ~300 m AGL produces a shallow shear zone that
is clearly different from the synoptic geostrophic wind
shear structure and also different from the local me-
soscale geostrophic wind shear structure. Consistent with
the MASS model simulations, to be shown in follow-
ing sections of this paper, these idealized shears indi-
cate that the initial dominance of the southerly or
south-southeastly flow during the early nighttime pe-
riod is replaced during the subsequent later night pe-
riod by a progressively stronger south-southwesterly
flow as the mesoscale zonal component of the geo-
strophic wind changes direction from northwestward
to northeastward in response to the evolving pressure
gradient force vector. Additionally, the sharp u and v
wind component vertical shear zone, which forms at
about 300 m AGL and as depicted in Fig. 2b, occurs
just above the simulated idealized low-level inversion.

Furthermore, since LLJ situations are not generally
accompanied by significant turbulence, slower dissi-
pation rates and a less predictable residence time for
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the wake vortices would also be manifested. The nu-
merical model can overcome these difficulties by de-
fining the complex vertical wind shears and stability
characteristics accompanying the diurnally forced LLJ
that would otherwise not be possible to determine from
surface-based observations alone. Hence, we will fo-
cus on a multiday period during this DFW deployment
when diurnally forced PBL jet streams (DPBLJ) were
observed in an effort to determine the accuracy of
TAPPS in simulating and, hence, predicting these me-
soscale phenomena.

c. Observations of DPBLJ at DFW
Figure 3 depicts the National Weather Service ob-

served 300-hPa wind, height, and temperature analy-
ses valid at 1200 UTC 15–19 September 1997 over the
south-central United States. These analyses, as well as
the individual rawinsonde observations from which
they were developed, unambiguously define a regime
wherein a massive ridge of high pressure aloft remains
nearly quasi-stationary over the southern plains. The
ridge shows almost no movement, except for a very
slow eastward propagation, and is located to the south
of a jet streak during this period. As the ridge moves
slowly eastward, its tilt becomes oriented progres-
sively more toward the northeast–southwest direction
(Fig. 3c) and it strengthens, with 300-hPa heights
reaching their maximum value at DFW in excess of
9730 m on 19 September (Fig. 3e). This synoptic situ-
ation, typified by a slowly changing high pressure
ridge, effectively isolates the region around DFW from
any transient disturbances such as synoptic-scale
fronts and/or low pressure troughs. The high pressures
promote a deep stable layer conducive to clear skies
during the day and the development of a strong noc-
turnal inversion layer at night. The nocturnal inversion
is further accentuated by the relatively long nocturnal
period during mid–late September. An atmospheric
profile with a strong nocturnal inversion is highly con-
ducive to diurnally forced PBL jetogenesis.

The blocking effects of this high pressure ridge can
also be inferred from an examination of surface ob-
servations at the same time, which are depicted in
Fig. 4. During the period of interest, no surface fea-
ture is able to propagate into the region surrounding
DFW. A quasi-stationary lee trough over extreme
western Texas does not move east of the panhandle
region (Figs. 4a,b) while a cold front fails to propa-
gate south of Oklahoma during the midweek time pe-
riod (Fig. 4c). Therefore, the most dominant thermal
forcing mechanism at DFW for the entire 5-day pe-
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riod is the diurnal temperature cycle, which, in com-
bination with the light background boundary layer
wind flow under the deep ridge, promotes ideal con-
ditions for nocturnal jetogenesis processes.

Figures 5–7 depict the observed rawinsonde-
derived time sections of virtual potential temperature
for the 5-day period at all three deployment rawin-
sonde stations, Fort Worth (FWD), Denton (DEN), and
Waxahatchie (WAX), for which nearly complete
records were available. At each location, the diurnal
cycle of heating and cooling is similar, with little varia-
tion on a daily basis. The most pronounced stable layer

forms shortly after 0600 UTC in between 300 and
400 m AGL, and the inversion, which reaches its peak
intensity at about 1200 UTC, is destroyed shortly be-
fore 1500 UTC on each day and replaced with a deep,
nearly dry-adiabatic layer extending above 1000 m by
about 1800 UTC. Note that the diurnal cycle is nearly
uniform across the rawinsonde network and during the
extended time period.

The dominance of the diurnal cycle is also impor-
tant for its effects upon the mesoalpha-scale pressure
gradient force in the PBL over Texas. Both the forma-
tion of the inversion and the subsynoptic-scale pres-

sure gradient force near the
inversion are coupled to this di-
urnal heating and cooling cycle
which, in turn, controls the diur-
nally forced PBL jetogenesis.
Figure 8 depicts the mean 24-h
temperature range (maximum–
minimum observed tempera-
tures), averaged over the 5-day
period at every available surface
aviation observing station in
Texas. Clearly evident is the
west-northwest–east-southeast
gradient of diurnal change, with
maximum values over the el-
evated plateau near the New
Mexico border of about 16°C
and minimum values along the
immediate Gulf of Mexico coast
of about 5°C. The significance
of this distribution for the diur-
nal evolution of the u wind com-
ponent lies in the fact that the
much larger change over the
western high plains compared to
the coastal region results in an
oscillation of the near-surface
pressure gradient force from late
afternoon to early morning not
unlike a classical mountain–
plains solenoidal circulation
(e.g., Tripoli and Cotton 1989).
Radiation-induced PBL warm-
ing maximizes over the western
elevated plateau during the late
afternoon, creating a region of
lower pressure and, therefore,
westward-directed tendency in
the zonal component of the pres-

FIG. 5. Fort Worth, TX (FWD), rawinsonde-derived time–height [100–1000 m above
mean sea level (MSL)] sections of virtual potential temperature (K) valid for (a) 1400–
0800 UTC on 15–16 Sep 1997, 0800–0800 UTC on (b) 16–17 Sep 1997, (c) 17–18 Sep
1997, (d) 18–19 Sep 1997, and (e) 0800–0200 UTC on 19–20 Sep 1997.
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sure gradient force. Conversely, during the late night/
early morning period, pressure rises accompanying
greater radiational cooling over the western region
change the pressure gradient force such that low-level
parcels are accelerated more north and eastward than
westward.

This diurnal radiation cycle results in the largest
magnitude acceleration in the layer of air where fric-
tion is weakest—directly above the inversion
(Blackadar 1957). The inertial-advective term in the
meridional equation of motion is very significant in
this process. Since the latitude of DFW is relatively
low, the Coriolis force term is relatively small in mag-
nitude, resulting in an inertial response with a period
of several hours. Thus, the u wind velocity component
begins to vary in time, reflecting the diurnally vary-
ing pressure gradient force. The response of this iner-
tial term in the equations of motion turns the air parcels
to the right of the background quasigeostrophic flow.
This adjustment process in the meridional and zonal
wind velocity fields accelerates air parcels northward
and subsequently eastward, in a Lagrangian sense,
during the night. The inertial lag effect results in a
cross-runway (u) wind velocity component cycle that
is displaced in time from the period of maximum
diurnal surface temperature change due to the differ-
ential heating and cooling gradient across Texas.
Figures 9–11 depict time sections of the observed
cross-runway (u) wind velocity component from each
deployment rawinsonde location for the 5-day pe-

riod. Figure 12 shows the profiler-derived u wind ve-
locity component at DFW. These time sections clearly
show that the LLJ maximum is located directly above
the inversion layer, near 450 m AGL just below which
is the maximum of the u wind velocity component ver-
tical shear. Due to the inertial lag, however, the maxi-
mum u wind velocity component occurs just before
1500 UTC, which is approximately 3 h after the time
of minimum surface temperature and strongest low-
level inversion formation. The negative maximum in
the u wind velocity component occurs just before
0300 UTC, which is about 12 h out of phase with the
positive maximum, reflecting the change in the zonal
component of the pressure gradient force above the re-
gion surrounding DFW due to the radiational cooling
cycle. Also, it is displaced about 3 h from the maxi-
mum surface temperature, which occurs between 2100
and 0000 UTC, in agreement with our assertions re-
garding the local inertial timescale. Furthermore, the
negative maxima are about 50% of the absolute value
of the positive maxima reflecting the background
dominance of an average westerly synoptic-scale wind
component of about 3 m s�1, with an absolute u wind
velocity component variation of typically on the or-
der of 12 m s�1 day�1, that is, a 6 m s�1 increase during
the morning and a 6 m s�1 decrease during the evening.
The observed DFW region morning lag effect in all
of these figures is consistent with the asynoptic
rawinsonde observations of Whiteman et al. (1997),
who found that the time of the maximum DPBLJ was
about 1400 UTC near the 450-m level over southeast-
ern Kansas and northeastern Oklahoma. This lag in the
u wind velocity component maximum is particularly
important for airport operations at DFW during the
busy morning arrival and departure period, when air
traffic increases very rapidly. This is because the run-
ways at DFW are oriented north–south thus rendering
vortex dynamics, that is, vortex drift and dissipation,
quite vulnerable to slight variations in the u wind ve-
locity component.

d. TAPPS simulations of
DPBLJ
Figure 13 depicts the key dynamics accompany-

ing the simulated evolution of DPBLJ for 15 Septem-
ber 1997. The 15th was selected as a representative day
although little difference in the simulated and observed
dynamics is apparent on the other days. Between 0900
and 1500 UTC at DFW, which tends to be the time
period of maximum u wind velocity component in-
crease over east-central Texas, the pressure gradient

FIG. 8. Observed 5-day mean diurnal variation of surface tem-
perature (in °C) over Texas for 15–19 Sep 1997.
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force shifts from southwestward to northwestward in
agreement with the increased radiational cooling over
western Texas relative to eastern Texas (Figs. 13a,b).
The reduced southward-directed pressure gradient
force produces a net acceleration in the northward di-
rection that builds eastward from ABI. The combina-
tion of an increasingly northward-directed pressure
gradient force and the Coriolis force (above the insu-
lating inversion) directs the winds more toward the
east for the period from 0300 to 0900 UTC as can be
seen in Figs. 13c,d. The horizontal variation of cooling
across central Texas can be determined from a verti-

FIG. 11. WAX rawinsonde-derived time–height (200–1000 m MSL) sections of cross-
runway (u) wind velocity component valid for (a) 0800–1400 UTC on 15 Sep 1997, (b) 1400–
0800 UTC on 16 Sep 1997, 0800–0800 UTC on (c) 17–18 Sep 1997, (d) 18–19 Sep 1997,
and (e) 0800–0200 UTC on 19–20 Sep 1997.

cal cross section of potential
temperature centered on DFW in
between Abilene (ABI) and
Longview (GGG) at 0300 and
0900 UTC, which is depicted in
Figs. 13e,f. The structure of the
isentropic surfaces indicates the
development of near-surface
cooling over the eastern part of
the cross section relative to the
eastern part. Therefore, the
isentropes tilt increasingly down-
ward from west to east at a given
height or pressure level, result-
ing in an alteration in the earlier
westward-directed pressure gra-
dient force. The simulated in-
crease in positive zonal wind
component is not uniform with
height. The flow accelerates
most dramatically toward the
east-northeast above the near-
surface-based inversion, where
the eddy viscosity is lower, than
at levels below the inversion, as
can be diagnosed from Figs. 13e,f.
Here the strongest tangential
wind component increase occurs
directly above the inversion, be-
tween 300 and 400 m, as was in-
dicated by the observations
(cf. Figs. 9–12).

Figures 14–19 depict a suite
of TAPPS-generated products
from the 12-km fine mesh simu-
lations for use in the AVOSS, for
each of the five deployment days
at DFW. These simulations were
all initialized at 0300 UTC from

the coarse mesh 3-h simulated fields and integrated for
21 h of real time. The coarse mesh model was initial-
ized from conventional observations valid at 0000
UTC on each of these 5 days and integrated for 24 h
of real time. The five products, each displayed in time–
height format, include 1) u (cross-runway) wind ve-
locity component, 2) vertical shear of the cross-runway
wind velocity component, 3) virtual potential tempera-
ture, 4) Richardson number and TKE, and 5) EDR.
These simulations unambiguously show 1) the domi-
nance of the DPBLJ signal during this 5-day period,
2) the day to day similarity in the evolution of each
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product, and 3) the importance of the DPBLJ in the
derived turbulence products. All five case studies pro-
duce a clearly defined DPBLJ signal with the average
statistics for the jet maximum shown in Table 4. These

average values of the simulated maximum jet struc-
ture can be compared to the observed average maxi-
mum values at all five locations (Table 3). Furthermore,
a direct comparison, in sounding format, between

FIG. 12. DFW profiler-derived time–height (100–500 m = AGL) sections of cross-runway (u) wind velocity component valid from
0000–1800 UTC on (a) 15 Sep 1997, (b) 16 Sep 1997, (c) 17 Sep 1997, (d) 18 Sep 1997, (e) 0000–2100 UTC on 19 Sep 1997, and (f)
0000–1800 UTC on 20 Sep 1997.
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FIG. 13. TAPPS fine mesh simulated pressure gradient force vectors and temperature (dashed, in °C) at 605 m above MSL valid at
(a) 0300 and (b) 0900 UTC on 15 Sep 1997. TAPPS fine mesh simulated horizontal winds (wind barbs, with magnitude shaded in
m s�1) on the 605 m MSL level valid at (c) 0300 and (d) 0900 UTC. TAPPS tangential wind velocity component (shaded in m s�1),
potential temperature (solid in K), and cross-section winds (vectors) along a cross section from Abilene, TX (ABI), to Longview, TX
(GGG), from the surface to 1500 m MSL valid at (e) 0300 and (f) 0900 UTC 15 Sep 1997. The thick solid line (a) indicates the loca-
tion of the vertical cross section.

simulated cross-runway wind
component values and observa-
tions at UTD and FWD is pre-
sented from a small sample in
Fig. 19 and Table 5. The sound-
ings indicate that the model has
the ability to predict the vertical
structure of the maxima, while
the maxima comparisons assess
the amplitude predictions. These
comparisons indicate that repre-
sentative errors between ob-
served and simulated profiles of
the cross-runway wind compo-
nent maxima are on the order of
1.2 m s�1 for the most accurate 8-
and 14-h forecasts, while errors
in the height of the maximum
cross-runway component are
about 15 m. An additional gauge
of the accuracy of the simula-
tions can also be diagnosed by
comparing profiler-derived val-
ues at DFW to simulated values
from 15 September 1997. The
profiler, which is located di-
rectly at DFW, is a more accu-
rate indicator of the winds than
rawinsondes, which can be
significantly displaced from
the simulated DFW values.
Representative differences/
model errors are typically on the
order of 1 m s�1, with the maxi-
mum temporally displaced by
15–30 min and an elevation dis-
placement of about 30 m in the
cross-runway wind component.

The maxima in TKE are, in most cases, roughly
aligned with the maxima in cross-runway wind com-
ponent, reflecting the strong vertical wind shear fields.
The simulated EDRs, depicted in Fig. 18, reflect the
shear fields as well but are also displaced to a slightly

later time, reflecting the importance of both increased
vertical wind shear and buoyancy in dissipating atmo-
spheric eddies. The maximum EDR values tend to
occur near the surface and are generally on the order
of 0.02–0.05 m2 s3. It is not uncommon for the EDR

FIG. 14. TAPPS fine mesh simulated time–height (0–1000 m AGL) sections of cross-
runway (u) wind velocity component (m s�1) at DFW valid for 0300–0300 UTC on (a) 15–
16 Sep 1997, (b) 16–17 Sep 1997, (c) 17–18 Sep 1997, (d) 18–19 Sep 1997, and (e)
19–20 Sep 1997.
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maxima to be split in time as there can be a substan-
tial difference in time between the mechanically forced
dissipation due to vertical wind shear and the buoy-
ancy-forced dissipation several hours following the
LLJ-induced shear maxima. Comparisons with obser-
vations from the DFW deployment (not shown) indi-
cate that TAPPS EDRs, which are derived from
higher-order closure simulations, capture the impor-

tant tendencies in the evolving observed EDR fields.
However, TAPPS EDRs do tend to slightly overesti-
mate the effects of DPBLJ-induced vertical wind shears
during the early morning, and to slightly underestimate
the effects of surface heating-induced buoyancy dur-
ing the afternoon. Further refinements in the TAPPS
turbulence diagnostics are on going, and will be in-
cluded in TAPPS-2 for the DFW 2000 demo.

FIG. 19. TAPPS fine mesh simulated cross-runway (u) wind component sounding (solid line in m s�1) valid at DFW vs Plano, TX
(dotted line in m s�1), and Fort Worth, TX (dashed line in m s�1), observed cross-runway (u) wind component valid at (a) 1400 UTC on
15 Sep 1997, (b) 1400 UTC on 16 Sep 1997, (c) 0800 UTC on 17 Sep 1997, (d) 1400 UTC on 18 Sep 1997, (e) 1400 UTC on 19 Sep
1997, and (f) 0200 UTC on 20 Sep 1997.
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The products generated by TAPPS will be em-
ployed in the AVOSS, which will be running opera-
tionally at DFW during the year 2000 demonstration.
The AVOSS requires information on stability, cross-
wind component velocity, vertical wind shear, TKE,
and EDR to determine appropriate safe spacing be-
tween aircraft. The algorithms in AVOSS will assimi-
late these forecasts from TAPPS and build them into
the automated product coming out of AVOSS.

4. Summary and conclusions

An operational numerical weather
prediction system, TAPPS, has been de-
scribed in an in-depth manner. This sys-
tem comprises a data ingestion system, a
mesoscale numerical model, and a
postprocessing system whose focus is to
develop products for short-term PBL ap-
plications. The system is presently being
evaluated for its utility in supporting
AVOSS at DFW in preparation for the
formal AVOSS demonstration. It is an-
ticipated that the existing version of
TAPPS (TAPPS-1), which utilizes con-
ventional synoptic-scale observations,
will be improved to employ asynoptic
datasets for shorter-period, higher-
resolution simulations in the near future.
The TAPPS products focus on time–
height sections and vertical sounding
profiles of cross-runway wind component,
headwind component, wind statistics, po-
tential temperature, Richardson number,

TKE, and EDR. Comparisons between asynoptic bal-
loon and profiler observations and model-generated
products for a 5-day period, during which a persistent
diurnally forced PBL jet was observed, indicate that
the forecast system can accurately replicate the jet
stream evolution. Small errors in jet stream structure,
maximum velocity, and time of arrival were found at
several point locations. Since nocturnal jets are likely
a highly ubiquitous phenomena, particularly where ter-
rain and surface characteristic variations occur, this
prototype system will likely be expanded for opera-
tional use at most North American airport terminals,

Day (Sep 1997) Time (UTC) MASS (m s�1) Plano (m s�1) Fort Worth (m s�1)
15 1400 8.5 at 300m 8.0 at 410m 9.5 at 425m
16 1400 8.5 at 400m 6.0 at 300m 8.3 at 500m
17 0800 5.0 at 500m 5.5 at 475m 4.8 at 500m
18 1400 8.5 at 550m 6.0 at 475m 3.0 at 500m
19 1400 6.5 at 600m 7.0 at 425m 5.5 at 400m
20 0200 �3.0 at 150m �4.9 at 175m �4.8 at 250m

TABLE 4. A comparison between the observed LLJ at Plano and Fort Worth, and the MASS 12-km simulated LLJ at DFW. Magni-
tudes (m s�1) and height (m) of the LLJ are shown from 15 to 20 Sep 1997.

MASS 5.10 10-km simulated LLJs at DFW vs Plano and Fort Worth observed LLJs

Avg (six case studies) 5.7 at 417m 4.6 at 377m 4.4 at 429m

Jet maximum period ~1230–1430 UTC ~1330 UTC

Level of jet maximum ~500 m AGL ~550 m AGL

Jet maximum velocity ~8.0 m s�1 ~7.0 m s�1

Shear maximum ~2.6 � 10�2 s�1 ~2.9 � 10�2 s�1

Level of maximum shear ~245 m AGL ~200–300 m AGL

Inversion layer ~120–450 m AGL ~300–555 m AGL

TKE maximum time ~1500 UTC

Level of TKE maximum ~500 m AGL

TKE maximum ~0.2 m2 s�2

TABLE 5. A comparison between average characteristics of the MASS 5.10
12-km simulated LLJs and the observed LLJs.

Simulated Observed
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should AVOSS be deployed elsewhere in the future.
Furthermore, it has the potential for application to
en route aviation weather forecast problems, such as
clear air and convective turbulence as well as icing and
visibility above the PBL.
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