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Large Eddy Simulation of Aircraft Wake Vortices

Within Homogeneous Turbulence: Crow Instability
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Ambient atmospheric turbulence effects on aircraft wake vortices are studied using a validated large eddy
simulation model. Our results confirm that the most amplified wavelength of the Crow instability and the lifetime
of wake vortices are significantly influenced by ambient turbulence (Crow, S. C., “Stability Theory for a Pair of
Trailing Vortices,” ATAA Journal, Vol. 8, No. 12, 1970, pp. 2172-2179). The Crow instability becomes well developed
in most atmospheric turbulence levels, but in strong turbulence the vortex pair deforms more irregularly due to
turbulence advection. The most amplified wavelength of the instability decreases with increasing dimensionless
turbulence intensity 1, although it increases with increasing turbulence integral length scale. The vortex lifespan
is controlled primarily by 1 and decreases with increasing 1, whereas the effect of integral scale of turbulence on
vortex lifespan is of minor importance. The lifespan is estimated to be about 40% larger than Crow and Bate’s
predicted value (Crow, S. C., and Bate, E. R., “Lifespan of Trailing Vortices on a Turbulent Atmosphere,” Journal
of Aircraft, Vol. 13, No. 7, 1976, pp. 476-482) but in agreement with Sarpkaya’s recent modification (Sarpkaya,
T., “Decay of Wake Vortices of Large Aircraft,” AIAA Journal, Vol. 36, No. 9, 1998, pp. 1671-1679) to Crow and
Bate’s theory. This larger lifespan is also supported by data from water tank experiments and direct numerical
simulations. There appears to be a possibility that the scatter in vortex lifespans due to ambient turbulence alone
decreases with increasing Reynolds number, whereas larger scatter of lifespans in flight tests may result from other

factors such as stratification, wind shear, and inhomogeneous ambient turbulence.

I. Introduction

XISTING procedures for aircraft separations prevent unsafe

encounters with hazardous wake vortices but are independent
of ambient meteorology and can impact airport capacity. The devel-
opment of a forecasting system that includes atmospheric variables
can be useful for reducing aircraft separations, maintaining safety,
and benefiting airport capacity. NASA is developing an automated
system, called the Aircraft Vortex Spacing System (AVOSS),!+? that
will determine safe operating spacing between arriving and depart-
ing aircraftas based on the observed or predicted weather conditions.
To develop this system, research is being focused on understand-
ing how wake vortices interact with the atmosphere. In the present
work we focus on the effects of ambient atmospheric turbulence on
the Crow instability® as well as vortex lifespan using a validated
numerical model. Results from this work and parallel efforts are to
provide support in the development of the AVOSS system.

Crow instabilityis animportant mechanism that eventually brings
about the destruction of wake vortices.® This instability is based on
linear theory and was first analyzed in terms of mutual induction
by Crow. Because of the Crow instability, the vortices undergo a
symmetric and sinusoidal instability that grows exponentially and,
finally, result in a linking into a series of crude vortex rings. This
phenomenon has been observed by flight tests*> and laboratory
experiments,® % as well as confirmed in numerical simulations.” '°

During development of the Crow instability, the vortex behavior
is significantly influenced by atmospheric turbulence, stratification
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and wind shear, and vortex core bursting, which are believed to be
main causes of deviations from the predictions of the instability
theory on the most amplified wavelength and vortex lifespan. Core
bursting,”-!! which falls outside the scope of the present study, is
another dominant instability mechanism for vortex destruction, but
it more often occurs toward the end of the vortex lifespan.

Turbulence, whose scale is smaller than vortex separation dis-
tance, can lead to an enhanced diffusion of the circulation of the
vortices,'?”!* whereas strong and large turbulent eddy motion can
cause a large distortion of the vortices.> 1° The enhancement of vor-
tex decay due to ambient turbulence is one important factor of the
wake-prediction models developed by Donaldson and Bilanin'? and
Greene'® and will be studied in more detail in a separate paper. On
the other hand, the vortices may distort the ambient turbulence and
cause departures from statistical homogeneity and isotropy. This
nonlinear interaction between the vortices and the ambient turbu-
lence may modify the predictions from the linear instability theory.

Crow and Bate'> (CB) incorporate the effects of ambient turbu-
lence to the Crow instability and then obtain the theoretical predic-
tions for the vortex lifespan. They define the vortex lifespan as the
time at which linking of a vortex pair occurs. Under the assumption
that eddies of the relevant size lie in the Kolmogorov inertial sub-
range that is characterized by the turbulence energy dissipation rate
€ and that the atmospheric turbulence is independent of the vortices,
they predict that the dimensionless vortex lifespan,

T = (Lo/2nb3)t” (N
is only a function of the dimensionless turbulence intensity 1:
n= (€bo)¥ / Vi, Vo = T/ 2mhy (2)

where Ty is the circulation around the vortices, t* is the vortex
lifespan, and by is the initial separation distance of the vortex pair.
Here, 1 represents the ratio of the characteristic turbulent velocity
scale at the scale of the vortex separation distance [(€by)"?] to the
speed of descent of the vortex pair by mutual induction, V;, and
is the appropriate dimensionless measure of turbulence intensity.
The theoretical prediction function (1) appears to be in reasonable
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agreement with data from field flight tests, but the scatter is large
(about a factor of 3 in 7 for fixed 1), which may be due to other
influences such as wind shear, stratification, and core bursting, as
mentioned earlier.

On the other hand, from dimensional arguments, Sarpkaya and
Daly’ postulated a similarity relation

H = hiby = f(T, n, L1/by) 3)

inthe absence of wind shear and stratification, where 4 is the descent
distance of the vortices, 7T is dimensionless time, that is,

T = Vot/bo 4

and L, is the longitudinal integral length scale in the axial direction
of a vortex, defined as

Ly =f (u(x)u(x + r))/ (u?) dr (5)
0

where () is the domain average. Then, in the water tank experiments
in which two biplanar grids were towed at a constant speed to pro-
duce isotropic turbulence, they found that the descent and demise
of the vortices are controlled primarily by the dissipation rate of
ambient turbulence, whereas the integral scale of turbulence plays
only a minor role. Compared with flight tests, the water tank data
displayed less scatter because the effects of ambient wind shear and
stratification were avoided. Liu® performed similar experiments in
a towing water tank. His results showed that, when the lifespan only
due to vortex linking is considered, the scatter in lifespans is much
less and that the dominant wavelength of the linking decreases with
increasing turbulence intensity or dissipation rate.

The direct numerical simulation (DNS) results by Spalart and
Wray,'® in which a five by five array of vortex pairs is simulated
in an initially isotropic turbulence without ambient wind shear and
stratification, show a large scatter comparable with flight tests for
the theoretical curve of CB. Because their DNS study showed no
core bursting (to date, no numerical simulations of wake vortices
have shown this phenomenon ), the large scatter in their DNS results
could be due to the variability of turbulence related to low Reynolds
number flow characteristicsintrinsic in any DNS study.

One way to investigate high-Reynolds-number flows, such as at-
mospheric boundary-layer turbulence, is through the use of a large
eddy simulation (LES) model, which has become a useful tool for the
study of interior turbulence structure.'®”'8 In LES, the large-scale
eddies are explicitly resolved, whereas small-scaleeddies are param-
eterized through a closure model. One reason for the success of this
approach is that the small-scale eddies tend to be more isotropic and
universally similar and are, therefore, more amenable to parameter-
ization than the large-scale eddies, which are much more dependent
on the type of flow. The basic requirement of LES is that the grid size
should be much smaller than the integral length scale to guarantee
the isotropy of the subgrid-scale eddies. The numerical model used
in the present study is a three-dimensional, nonlinear, compressible,
nonhydrostatic LES model, namely, the Terminal Area Simulation
System (TASS),'?-2° that has been adapted for simulation of interac-
tion of wake vortices with the atmosphere.?’*! We simulated only
the post-rollup wake vortices; the rollup process falls outside the
scope of the present study.

In Sec. IT we describe our LES model and the modifications re-
quired for initial conditions. In Sec. III we present results from
systematic numerical experiments in terms of dimensionless turbu-
lence intensity and length scale. Finally, in Sec. IV we summarize
our LES results and draw some conclusions.

II. Model and Initial Conditions

A. Model

The TASS model contains 12 prognostic equations: three for mo-
mentum, one each for pressure deviation and potential temperature,
six coupled equations for continuity of water substance (water va-
por, cloud droplet, cloud ice crystals, rain, snow, and hail), and one
for a massless tracer (see Refs. 19 and 20 by Proctor for the whole
TASS equation set). In the neutral and dry atmosphere neglecting

the Coriolis force, the model equations can be reduced to four prog-
nostic equations given by

Qw12 Qu

=_M+ui—+iﬂ+f (6)
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where u; is the component of velocity, 7 is time, p is deviation from
the reference atmospheric pressure Py, py is the reference air den-
sity, C, and C, are the specific heats of air at constant pressure and
volume, and f is an artificial external forcing term to generate an
isotropic turbulence. The equation for pressure deviation [Eq. (7)]
has been derived from the mass continuity equation,'® with the ad-
vection and subgrid eddy transport terms for pressure neglected in
this study because of the dominance of the second term on the left-
hand side of Eq. (7).

The dependent variables in TASS are treated as averages over the
grid volumes, giving rise to subgrid stress terms. The subgrid stress
7;; is approximated by using Smagorinsky first-order closure:

Tij =p0KmDij (8)

where the velocity deformation D;; is defined as

D = ou; + ou; 20u )
Y ex;  dx,  3ox Y
and the subgrid eddy viscosity is given by
K, = (¢;A)’|Def] (10)

The subgrid length scale A is constant and related to the grid size
as A = (2Ax2Ay2A2)Y3, | Def| = \/(%D,-j -D;)). The coeffcient
¢, =0.075 was used as the optimum value; this value was found
to be large enough to damp out small-scale fluctuations but small
enough to avoid too much damping of the turbulence energy in
higher wave numbers.

The TASS model uses the time-splitting integration procedure
(small time step for acoustically active terms and large time step
for advection and diffusion??) that results in a substantial savings
in computing time. Local time derivatives (both small and large
time steps) are approximated by the second order Adams-Bashforth
method. Space derivatives are approximated by central differences
in quadratic-conservative form, which are fourth order for advective
derivatives and second order for remaining derivatives. Details of
the numerical formulation can be found in Refs. 19 and 20. The
numerical schemes used in TASS produce accurateand stable results
and have been shown to have almost no numerical dissipation.??

The vortex system is representative of the post-rollup wake ve-
locity field and is initialized with the superposition of two counter-

rotating vortices, with the velocity field for each vortex specified
24,25
as*

V(r) =Tol2n[r/(r2 + D] (11)

where V(r) is the vortex tangential velocity at radius r; r. is the
core radius, that is, radius of peak tangential velocity; and I'y is the
circulation at r >> r. In this study r. is fixed as 2 m.

Grid points used in our simulations are 324 X112 X112 with
grid size (Ax, Ay, Az) =(1.0,0.75, 0.75 m), where x, y, and z cor-
respond to the axial, lateral, and vertical directions of the vortex
system and corresponding velocity components are u, v, and w, re-
spectively. Periodic boundary conditions are imposed at all domain
boundaries. Two values of by, that is, by =16 and 8 m, are used
for fixed-domain size. For the case of by =16 m, the domain size
becomes (L, XLy, X L.)=(20by X5by X 5by). The domain size in
the axial direction, 20b,, is large enough to simulate the most am-
plified wavelength of about 8.6b, for Crow instability.* The domain
size of 5b, in the lateral and vertical directions is sufficiently large to
minimize boundary influences. The strainrate of neighboring vortex
pairs that are present outside of the domain when periodic boundary
conditions are assumed is only a few percent of that exerted by one
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vortex on the other in the vortex pair. This domain configuration
is adequate, although a larger domain size would be preferable if
not limited by computing resources. For the case of by =8 m, the
domain size becomes much larger in terms of by. The core size 2 m
used in our simulations is larger than the typical value (about 5%
of the generating aircraft’s wingspan®’) observed behind aircraft.
However, dependency of r./b, on the Crow instability is weak® and
is examined further when our LES results are compared with the
theoretical predictions in Sec. I11.

B. Initial Conditions

Because we want to study the effect of ambient turbulence on the
Crow instability,? itis of crucial importance to obtain an initially ho-
mogeneous and isotropic turbulence field. Toward this purpose, the
initial turbulence field is allowed to develop under an artificial ex-
ternal forcing at low wave numbers.”® Because the TASS code uses
a finite difference numerical scheme, the forcing is achieved by per-
forming, first, a three-dimensional fast Fourier transform (FFT) at
every large time step, then adding a constant amplitude f to all of the
modes with integer wave numbers whose magnitude is less than 3.0,
and, finally, performing an inverse FFT back to the physical space.
The wave number in the axial direction is normalized so that the
axial wavelength has the same magnitude as that of the correspond-
ing wave number in the lateral or the vertical direction. Because of
viscous dissipation, the simulation can reach a statistically steady
state in the sense that the mean turbulence kinetic energy (TKE)
oscillates in time around a constant value. Figure 1 shows that the
domain-averaged TKE and variances from resolved velocity fields
reach a steady state around about 1000 s. The integral length scale
is calculated as L;; =15.0 m in a steady-state turbulence, and the
large eddy turnover time, defined as

to = Ly /{u?)? (12)

is estimated as 7, =56.2 s. Thus, we obtain a statistically steady-
state flow after integration over about 18 large eddy turnover times.
The isotropy parameter /, defined as

L=[ D1 or L =Kw)/)IE (13)
fluctuates only a few percent around its expected value of 1 for
isotropic turbulence. Therefore, our simulated turbulence is close to
statistical isotropy.

Figure 2 shows the one-dimensional spectra of u# and v in the
statistically steady state as functions of wave number x;, where
subscript 1 represents axial direction. Fairly extensive inertial sub-
ranges with
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Fig. 1 Time evolution of turbulent Kinetic energy and velocity vari-
ances before vortex injection.

Table 1 Characteristics of the numerical simulations

Turbulence Domain size
strength n bp,m r.,m (Ly XLy, XL;)
Weak 0.0316 16 2 20by X 5by X 5bg
8 2 40by X 10by X 10bg
0.0789 16 2 20by X 5by X 5bg
Moderate 0.1753 16 2 20by X 5by X 5bg
8 2 40by X 10by X 10bg
Strong 0.3506 16 2 20by X 5by X 5bg
8 2 40bg X 10bo X 10by
0.5844 16 2 20by X 5by X 5bg
10° . .
107
1o 107} 1
5& — FylKy)
* = == Faly)
— o (k)
107 - -
(413} oy (x¢hy) :
10
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Fig.2 One-dimensional energy spectrum in a steady-state turbulence
before vortex injection.

Fy(k) ki (€)7T = %0‘1 (15)
are present, where Fi;(k;) and F»,(k;) are one-dimensional lon-
gitudinal and transverse spectra, respectively, (€) represents a
domain-averaged TKE dissipation rate, and ¢y is a constant. If the
Kolmogorov constant o is taken as 1.5 (e.g., see Ref. 27), then we
can estimate {(€) from a line fit of the theoretical relations of the
spectra in the inertial subrange, that is, Eqs. (14) and (15) with
a = (%)a, to the simulated spectra, as seen in Fig. 2. For our sim-
ulated turbulence field, the dissipation rate is calculated as {€) =
0.9897 X 1073 m? s73,

A two-dimensional counter-rotating vortex pair prescribed by
Eq. (11) is initialized in every y-z plane along the axial direction
when the ambient turbulence reaches a steady state, that is, at 1020 s
after integration. Five values for 1 are obtained by varying the cir-
culation to save computing time, rather than by varying {€}, and can
be divided into three turbulence strength groups, as seen in Table 1.
The vortex injection time is the same for each 1 value unless stated
otherwise.

Except in one case, that is, the case of n~ 0.0 describedin Sec. III,
the flow is turbulent with Reynolds numbers (Re = I'/ v, where v is
kinematic viscosity) ranging from 2.88 X 10® to 5.33 X 107, which
are appropriate for atmospheric wake vortices.

III. Results

A. Crow Instability

Figure 3 shows top and side views of the vortex pairs with in-
creasing nondimensional time for six different nondimensional tur-
bulence intensities. In the case of n= 0.0 (Fig. 3a), aconstant viscos-
ity isused for the subgrid stress (Re =~ 1.66 X 10*) and the instability
is initiated by adding very small random velocity perturbations to
the initial field. This case is representative of nearly laminar flow
and is useful for comparing with the cases that have turbulence.
The method of Jeong and Hussain®® is used for the identification
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Fig. 3 Top (x,y) and side (x, z) views of wake vortices at three nondi-
mensional times for the case of by =16 m.

of a vortex. They define a vortex in terms of the second negative
eigenvalue 4, of the symmetric tensor $? + o? , where § and Q are,
respectively, the symmetric and antisymmetric parts of the veloc-
ity gradient tensor Vu. Corjon et al.” applied this method for the
identification of wake vortices and showed that an isosurface of neg-
ative 4, visualizes the vortices very well. In the present study, the
top (side) view is taken from the x-y (x-z) plane projection of the
minimum negative A, value along the z(y) direction. A threshold 4,
value to identify the vortex is arbitrarily determined. In the TASS
code the vortex center position to estimate the most amplified wave-
length is later calculated via the centroid of £, X p®, where &, and
p represent axial vorticity and pressure perturbation, respectively.

Except for strong turbulence, most of the cases in Fig. 3 show
clearly developing Crow instability. In agreement with observations,
the vortex pair connects together as a result of the instability, forms
a train of vortex rings, and then disintegrates into a turbulent state.
In strong turbulence, the vortices are more irregularly distorted due
to advection and nonlinear interaction with ambient turbulence. A
sinusoidal instability still appears to develop even for a strong tur-
bulence cases. This vortex behavior for strong turbulence was ob-
served by Tombach® (e.g., see Fig. 4 in Ref. 5). Spalart and Wray’s'®
DNS study also shows similar patterns, but their results for intense
turbulence appear to be dominated by ambient turbulent flow advec-
tion without the indication of the sinusoidal development of Crow
instability.

The dimensionless vortex linking time, defining the vortex lifes-
pan, decreases with increasing nondimensional turbulence intensity,
which is consistent with previous studies.’7-8:1%15 Vortex lifespan
will be discussed in detail later. Note that the vortex linking time for
the case of n= 0.0 (Fig. 3a) is much larger than for cases with am-
bient turbulence (Figs. 3b-3f). The significant 2, values around the
vortex pair may result from the stretching of the ambient turbulent
eddies in the vertical direction by the velocity field induced by the
vortices, as suggested in the Corjon et al.’s*® DNS study. The cir-
culation associated with the vortices can be weakened through this
turbulence vorticity stretching process. The issues involving vortex
decay will be discussed in a separate paper.

In the top views of Fig. 3, the most amplified wavelength (MAW)
appears to decrease with increasing turbulence intensity. A quanti-
tative estimate of the MAW can be obtained from the spectrum anal-
ysis of y displacement of the vortex along the axial direction just be-
fore vortex linking (Fig. 4). The MAWs for n =0.0316, 0.0789, and
0.1753 range from 4b, to 7b,y, showing higher value for weaker tur-
bulence. For stronger turbulence, that is, n = 0.3506 and 0.5844, a
significant spectral energy of the displacement is seen in the smaller
wavelength range. The case of n= 0.0 shows the largest MAW,
that is, about 10b,. This trend that the MAW decreases with in-
creasing turbulence intensity agrees surprisingly well with results
of Liu’s® laboratory experiments. It is noticeable that stronger turbu-
lence tends to intensify more strongly smaller unstable wavelengths
than larger ones.

According to Crow’s linear instability theory,? both the MAW and
the amplification rate depend only on r./ by, though the dependency
is weak. Crow obtained the MAW of 8.6by with r./by =0.0985,
assuming that d/(2r,) =0.321 for vortices trailing from an ellipti-
cally loaded wing and that vorticity is uniformly distributed within
the vortex core. Here, d is the cutoff distance in the line integral
representing self-induction. Because a value of r./by =0.125 is
used in our simulations, the MAW predicted by Crow’s theory is
about 8.2b(, which is larger than any MAW obtained in our sim-
ulations with ambient turbulence. In laboratory experiments, Liu®
obtained an average MAW of 7.8h,, whereas Spalart and Wray’s'’
DNS results show an average MAW of 6.7b,. In Chevalier’s* flight
tests, the MAWSs range from 5b, to 10b, in light atmospheric tur-
bulence conditions, showing a large scatter about the average value
of 8.4by. A close inspection of his observations indicates that the
MAW tends to decrease with increasing air speed. Because the cir-
culation of the vortices is inversely proportional to the air speed
li.e., Ty =4Mg/(npV,B), where B is the span of the generating
aircraft, V, is the air speed, and M is the mass of the generating air-
craft], nbecomes large as air speed increases. Thus, the observations
by Chevalier indicate that, assuming the ambient turbulence inten-
sity did not change much during the flight tests, the MAW tends
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Fig.4 Spectrum of y displacement of the vortex along the axial direction before vortex linking for the case of by =16 m.

to decrease with increasing nondimensional turbulence intensity,
which is consistent with our results. However, the measurement er-
rors and the absence of the turbulence dissipation rate measurement
make it difficult to compare closely our results with those observa-
tions.

The smaller MAW compared with Crow’s’ linear theory in the
caseof b, = 16 m may come from the limited domain size used in the
present study or the artificial external forcing added in a wavelength
range of 1.7by-5b, to maintain the ambient turbulence intensity.
Another possibility is the difference of the vortex model used in the
two studies; for example, unlike the Crow case, the vorticity within
the vortex core in the present study decreases with increasing radial
distance from the vortex center. Finally, the effect of the ambient
turbulence length scale on the vortices must be considered. Although
not shown in the figures, our previous test results have indicated
that the artificial external forcing and the difference of the vortex
model used are not relevant to the discrepancy between the Crow
theory and the present results. For example, although the external
forcing was deactivated at vortex injection time so that the ambient
turbulence strength decreased with time, the instability development
was almost identical to that with the external forcing, confirming
the arguments by Corjon et al.? that the timescale of the ambient

turbulence compared to that of the vortex is sufficiently large to
obtain the main characteristics of the effects of ambient turbulence
on the wake vortices. We have also tested the instability development
for the Rankine vortex model. The Rankine vortex model possessing
uniform vorticity distribution within the vortex core is exactly the
same that used in Crow’s theory.® The instability development for
the Rankine vortex model was also almost the same as that of the
present model, indicating that the instability is very sensitive neither
to the vortex model used nor to its core structure.

The much larger value of the MAW, that is, about 105y, in the case
of n~ 0.0 indicates that our domain size is large enough to produce
the Crow instability.> However, the problem for the limited domain
size results because the scales of the ambient turbulence are limited
by the domain size. Note that the Crow MAW, that is, 8.2b, for
re/ by =0.125, is not within the inertial subrange (Fig. 2) but larger
than the domain in the y-z plane. Therefore, some sensitivity tests
with by =8 m for n=0.0316, 0.1753, and 0.3506 were conducted
to see the effect of ambient turbulence length scale on the instabil-
ity. In terms of vortex separation distance, the domain size in this
case is enlarged to (L, X L, X L,)=(40by X 10by X 10by), that s,
just twice of the case of by = 16 m in each direction (Table 1). The
integral length scale of the ambient turbulence also becomes about
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Fig. 5 Top (x,y) and side (x, z) views of wake vortices at three nondi-
mensional times for the case of by =8 m.

twice the vortex separation distance. The MAW for the Crow insta-
bility based on the theory is estimated to be 6.9b, which is quite
well located in the middle of the inertial subrange of Fig. 2. (In this
case the values on k; axis of Fig. 2 should be divided by 2.) The top
and side views and the y-displacementspectra for the larger integral
length scale of turbulence are shown in Figs. 5 and 6, respectively.
Because domain size in the axial direction is doubled, more vor-
tex rings are formed (Fig. 5) compared with the case of by = 16 m
(Fig. 3). The vortex evolution appears to be similar to the previous
case, but the MAW is a little larger, for example, the spectral peaks
of y displacements for n=0.0316 and 0.1753 are 8b, and 5b, com-
pared to 7b, and 4b, in the preceding case, respectively. Although
not shown in Fig. 6, the strongest spectral peaks of y displacements
for n=0.1753 and 1 =0.3506 are at 20b,, which may reflect the ad-
vection effectdue to larger turbulent eddy motions but is not directly
related to instability. Considering the theoretical MAWs in the cases
of both by =16 and 8 m, that is, 8.2b, and 6.9b, respectively, the
MAW in the case of by =8 m is relatively larger than that in the case
of by = 16 m. Therefore, larger scales of ambient turbulence tend to
promote larger MAW. In addition, for the case of b, = 8 m, the theo-
retical MAW can be produced within our dimensionless turbulence
strength range, especially in the weak turbulence case. The results
with larger turbulence integral length scale are more consistent with
Chevalier’s* atmospheric observations and Liu’s® laboratory exper-
iments in that all include the theoretical MAW within the obtained
MAW range.

B. Vortex Lifetime

In this study, following CB’s definition,'3 the vortex lifetime or
lifespan is defined as the time at which linking of a vortex pair oc-
curs. Using Crow’s original theory,> CB developed a composite vor-
tex lifespan function by considering the cases of both very strong
and very weak turbulence.!® Their expression for vortex lifespan
was based on the assumptions that the ambient atmospheric turbu-
lence is independent of the vortices and that turbulent eddies of size
comparable to the MAW lie in the Kolmogorov inertial subrange.

Kby /(2 7}

xbg /2 )

Kby /(2 ®)
n=0.3506

Fig. 6 Spectrum of y displacement of the vortex along the axial direc-
tion before vortex linking for the case of by =8 m.

According to CB, the vortex lifespan in strong turbulence is given
by

r=[—551 ] bOI (16)
BIT (3l (eby)3

In dimensionless form with the Kolmogorov constant oo = 1.5,
T =041/ (17
CB also obtained an equation for vortex lifespan in weak turbulence

as

-3 L1
po aed ig, " e [ x ] s
55 La(s,) tan O(k,) P Lla" ()1t

where k;,, is the wave number of the MAW mode, a is the rate of
displacement amplification, and 0 is the angle of the vortex dis-
placement from the horizontal plane. From the Crow theory,’ x,, =
0.73/by, a(k,) = 0.83(T/27hy), tan 6(x;,) =1.11, and |a" (x;,)| =
3.12(I'/2x). The a”(k,,) was evaluated from parabolic fit to the am-
plification rate curve for r./ by =0.0985. Finally, the vortex lifespan



298 HANET AL.

0.9 -

0.8

06~

0.5~

(27 bg? / To) afx)

0.4~

0.3~

0.2
o]

Fig. 7a Dimensionless amplification curve and its parabolic fit:
, theoretical dimensionless amplication curve by Crow® for

re/by =0.0985; , a parabolic fit to the amplification curve in present
study; and - - -, a parabolic fit to the amplification curve used by CB.'
10’ T T
S~

—— Eq.(17) & Eq.(19)
--- Eg.(17) & Eq.(20)

Fig. 7b Composite dimensionless lifespans according to the formula
for strong turbulence [Eq. (17)] and for weak turbulence [Egs. (19)
and (20)].

expression obtained by CB'3 for weak turbulence in dimensionless
form becomes

=087t 0% (19)

We reevaluate a”(x,,) and find that the approximate coeffcient is
about 4.90 instead of 3.12 from a parabolic fit to the amplification
rate curve, as shown in Fig. 7a. With this refined value, the vortex
lifespan for weak turbulence is

n=0.987% ¢ 08" (20)

Figure 7b shows that the new expression gives a larger life-
span for given 7 than the original one, but the difference between
Eq. (19) and (20) is rather small. For example, the dimensionless
lifespan from Eq. (20) at n=0.1 is only about 5% larger than that
of the lifespan from Eq. (19).

The vortex lifespan expression for the cases of by =16 and
8m with a fixed r. =2 m is obtained following the method
of CB' to compare with our LES results. It is estimated that,
for the case of by =16 m, «, =0.77/by, a(x,,) =0.82(F/2nb§),
tan 6(x;,) = 1.10, and |a” (x,,)| =4.3(T"/27), whereas for the case of
by=8m, K, =0.91/ by, a(x,) =0.80(1"/27Tb(2,), tan 6(x,) = 1.10,
and |a" (i, )| =2.54(T'/27). Thus, with o = 1.5, the vortex lifespan

® LES for rgh=0.125
© LES for r/o =025
+  Flight tests: Tombach
x  Lab. experiments: Sarpkaya & Daly
—— Analysis: Crow & Bate
—— Modified Crew—Bate model: Sarpkaya
—— Analysis for r/by=0.125
- - - Analysis for r,/by=0.25
1] L

107 107" 107 10° 10’

n

Fig.8 Dimensionless vortex lifespans from numerical simulations, lab-
oratory experiments, and flight tests.

for weak turbulence when by = 16 m is approximated by
n=0.97¢7e 08 21
and when by, = 8 m is approximated by
n=0.957% 080" (22)

For strong turbulence, Eq. (17) is used, and the vortex lifespan is
independent of the ratio of 7, and by.

As shown in Fig. 8, the difference of two curves is very small. In
addition, the difference in lifespan between Eqgs. (21) and (22) and
the modified function of CB,'3 that is, Eq. (20), is also very small.
For example, the dimensionless lifespan of the case of by =8 m at
1n=0.1is only about 2% larger than that of the case of by =16 m,
and only about 4% smaller than that of the modified CB function.
Note that r./ b, of the case of by = 8 m is about 2.5 times larger than
thatused by CB. This implies that the CB vortex lifespan expression
is insensitive to the core radius for a fixed vortex separation.

To determine the lifespan in our simulations, we apply a simple
equation formulated by Crow and Murman®® and CB,'? that is,

_ Dinax (£) = bin (1)
B(I) - bmax(t) + bmin(z) (23)

where by (f) and byy(#) are the maximum and minimum vortex
separation distance, respectively, and are estimated in the present
study by considering only the y displacement. The normalized am-
plitude B(t) is zero in the absence of perturbation and becomes
unity when the vortices link. Based on the top views of the vortices,
the lifespan in the present study is determined as the time when
B(r) =0.85.

Dimensionless vortex lifespans from a total of eight simulations
for cases of both by = 16 and 8 m (see Table 1) are shown in Fig. 8
with those from Sarpkaya and Daly’s’ water tank experiments and
Tombach’s® flight tests. Sarpkaya and Daly’s’ data are the ones for
vortex linking or core bursting among the entire data, and not more
than 10% of the linking or bursting data set are due to bursting
(personal communication with Sarpkaya, 1997). Figure 8 reveals
clearly that stronger ambient turbulence enhances the demise of the
vortices. The lifespan from our LES is about 40% larger on average
than the theoretical value of CB.!3 Despite large difference in Re be-
tween the LES and the water tank experiment, the LES results agree
surprisingly well with Sarpkaya and Daly’s data’ of which lower
bound appears to be the theoretical curve of CB.!S Although not
shown in Fig. 8, Liu’s® data also indicate that the theoretical curve
underpredicts the lifespans, especially when the lifespans only due
to vortex linking are considered. DNS results of Spalart and Wray'?
also show that the CB'S curve underestimates the average lifespans
of the simulations (about 20%). This agreement between numeri-
cal simulations and laboratory experiments is encouraging because
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wind shear and stratification are absent in these studies, and thus,
only ambient turbulence effects are taken into account. The average
lifespan in Tombach’s® data (Fig. 8) appears to agree roughly with
the CB® curve, whereas some other flight tests, for example, see
CB’s Fig. 8, display larger lifespans compared with the theoretical
CB curve, which is consistent with our results. Because atmospheric
observations of the lifespans are influenced by various sources such
as nonhomogeneous atmospheric turbulence, wind shear, and strat-
ification, however, it is difficult to differentiate only the ambient
turbulence effect on the vortex lifespan from the others.

On the other hand, the CB" curve for weak turbulence is basically
obtained using the turbulence strength of the scales of eddies compa-
rable to the MAW that is assumed to reside in the inertial subrange,
as mentioned before. Because in the case of by = 16 m those exci-
tatory eddies are not within the inertial subrange due to the limited
domain size and their strength is much weaker than the turbulence
strength if these eddies are within the inertial subrange (Fig. 2), one
may anticipate that the lifespan would become larger. However, the
lifespans for the case of by = 8 m, in which the scales of eddies com-
parable to the MAW are within the inertial subrange, appear to be
nearly the same as those for the case of b, = 16 m [see Fig. 8; LES
results (solid and open circles) for n=0.0316 and 0.3506 appear
to be almost completely overlapped], implying that the turbulence
length scale effects on the vortex lifespan is not important. This is
consistent with the results from water tank experiments’-® in which
the lifespan of the vortices in a turbulent environment are also con-
trolled primarily by the dimensionless turbulence intensity 7.

Recently, Sarpkaya®! has revised the CB'> model to allow for
the variation of the wave length and the integral length scale that
are not considered in the original CB analysis. The resulting vortex
lifespans in strong and weak turbulence are given by
4
3

s =3 for T<25 24)

n=17e0"  for  1>25 (25)
In Eq. (24), the interaction of strong turbulence with the vortices
has been also taken into account. As shown in Fig. 8, our LES data
agree very closely with Sarpkaya’s®’ modified model rather than
CB’s.15

The normalized amplitude B(r) in Eq. (23) is plotted with time to
see the growth of the amplitude during the instability development
in quantitative form. A plot of B(#) in semilogarithmic coordinates
will display the exponential growth of the instability as a straight
line. Figure 9 shows the growth of the amplitude for the cases of
by =16 and 8 m. It reveals that the growth is significantly reduced
in the middle range of dimensionless time from the fast growth at
earlier times. The simulation with larger integral length scale of
turbulence, that is, the case of by =8 m, shows faster growth of
amplitude in the middle range of dimensionless time than the case
with smaller integral length scale, that is, the case of by = 16 m, but
in later stages the two curves tend to converge, producing nearly the
same lifespan. A plot of B(¢) from an atmospheric observation by
CB displays exponential growth from 30 to about 90 s (see Fig. 3
in Ref. 15), but they did not plot B(r) at earlier times, that is, from
0 to about 30 s, when the growth of amplitude may be much faster
than that after 30 s (Fig. 9).

To estimate the magnitude of scatter in the vortex lifespan due to
the statistical fluctuations of turbulence, the vortices were injected
at different times with about one eddy turnover time interval but
still in a statistically steady-state turbulence field. Because the ex-
ternal forcing requires a significant computational effort and has
been shown to have a negligible effect on the vortex evolution, it
is deactivated after the vortices are injected. The results combined
with the lifespans from our LES of Fig. 8 are shown in Fig. 10. The
maximum deviations of the simulation results are about 7, 14, and
20% of their averages for n=0.0316, 0.1753, and 0.3506, respec-
tively. This increasing scatter with increasing 7 is consistent with
Spalart and Wray’s'® DNS result in which the standard deviation of
the simulation results increased to about 20% of the mean for small
n and to about 40% of the mean for large n showing much larger
scatter in lifespans compared with our LES results. There appears
to be a possibility that the scatter in vortex lifespans decreases with

' —— n=0.0316
I | e 1) = 00789
I/ < m=0.1753
| - - - 1=0.3506

—m =0.5844

6 8

—Pr
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Fig. 9 Amplitude evolution of the instability with varying n for the
cases.
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Fig. 10 Dimensionless vortex lifespans from numerical simulations;
more lifespans for the case of by =8 m are obtained by injecting the
vortices at varying time in a statistically steady-state turbulence with
external forcing deactivated.

increasing Reynolds number. For example, the scatter of lifespans
in laboratory experiments’*® appears to be somewhat larger than
that in our simulations (Figs. 8 and 10), although Reynolds num-
bers in laboratory experiments are much lower than what is possible
in the atmosphere. In addition, the Reynolds number in Spalart and
Wray’s DNS study'® (about 1.7 X 103-9 X 10°) is an order of mag-
nitude less than that in the water tank experiments of Sarpkaya and
Daly’ (about 2.2 X 10*-6.6 X 10*), whereas the scatter of lifespans
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in the DNS results is much larger than that in water tank experi-
ments. However, a formal conclusion for this trend in the scatter of
lifespans can be reached only by varying the Reynolds number over
several DNSs. On the other hand, the larger scatter of lifespans in
flight tests (Fig. 8, about a factor of 3 for fixed 77) may result from
other factors such as stratification, wind shear, and inhomogeneous
atmospheric turbulence.

IV. Conclusions

The effects of ambient atmospheric turbulence on aircraft wake
vortices have been studied using a validated LES model. Our results
reveal that the MAW of the Crow instability® and the lifetime of
wake vortices are significantly influenced by ambient atmospheric
turbulence. The following conclusions can be drawn from the results
of numerical simulations.

1) The Crow instability’ develops clearly at most atmospheric
turbulence levels, but, in strong turbulence, the vortex pair deforms
more irregularly due to turbulence advection.

2) The MAW of the instability decreases with increasing dimen-
sionless ambient turbulence level, which are consistent with labo-
ratory experiments® and atmospheric observations.*

3) Turbulence with smaller integral length scale (by =16 m), in
which the theoretical MAW (8.2b,) is not within the inertial sub-
range, leads to smaller MAW that is less than the theoretical value.
On the other hand, turbulence with a larger integral length scale
(by = 8 m), in which the theoretical MAW (6.9b,) is within the in-
ertial subrange, leads to larger MAW.

4) Consistent with results of laboratory experiments,7'8 vortex
lifespan is primarily controlled by dimensionless turbulence inten-
sity nand decreases with increasing 1, whereas the integral scale of
turbulence is of minor importance to vortex lifespan.

5) The lifespan is estimated to be about 40% larger than that
in the theoretical prediction by CB.!* However, this larger lifespan
agrees very well with the data from laboratory experiments and
Sarpkaya’s®! modification to CB’s theory."

6) The maximum deviation in lifespan from the average value
due to ambient turbulence alone is about 7% of the mean for small
nand about 20% of the mean for large 1, showing much less scatter
in lifespan compared with flight tests® and DNS.!'? There appears
to be a possibility that the scatter in vortex lifespans decreases with
increasing Reynolds number, although a formal conclusion can be
reached only by varying Reynolds number over several DNSs. On
the other hand, larger scatter of lifespans in flight tests may result
from other factors, such as stratification, wind shear, and inhomo-
geneous ambient turbulence.
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